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1- Introduction 

Accurate prediction of suspended sediment load (SSL) in rivers is crucial for sustainable water resources 

management. Sediment, as a significant factor in degrading aquatic ecosystems, reducing the lifespan of 

hydraulic structures, and deteriorating water quality, has been a major concern. Given the complexity of 

hydrological processes and the interplay of various factors affecting sediment production and transport, accurate 

modeling of this phenomenon has always been challenging. In recent years, advancements in machine learning 

techniques have enabled the development of highly accurate predictive models. This study aims to enhance the 

understanding of sediment dynamics in watersheds and provide more precise tools for SSL prediction by 

applying machine learning models to daily SSL forecasting in the Taleghan watershed. The Taleghan watershed, 

characterized by its mountainous topography and specific hydrological conditions, was selected for this study 

due to its significance in supplying water to the Tehran region. Accurate SSL prediction in this watershed is of 

paramount importance. 

2- Material and Methods 

For this study, hydrological data including discharge, precipitation, snow index, and suspended sediment load 

were collected from the Gelink Taleghan hydrometric station over the period 2000 to 2018. The collected data, 

after undergoing quality checks and outlier removal, were prepared for training and testing machine learning 

models. Data preprocessing involved standardization, normalization, and outlier removal to enhance model 

accuracy. Principal Component Analysis (PCA) was employed to reduce data dimensionality and select the most 

significant input variables for the model. This method aids in identifying new linear combinations of original 

variables that explain the maximum variance in the data. By using PCA, the number of input variables in the 

model can be reduced, thereby decreasing model training time and complexity. Six machine learning models, 

including xgbTree, Cubist, qrnn, Ctree, Cforest, and LASSO, were utilized in this study. These models were 

chosen due to their ability to model nonlinear and complex relationships between variables. To evaluate model 

performance, various statistical metrics such as Root Mean Squared Error (RMSE), Nash-Sutcliffe Efficiency 

(NSE), and Mean Absolute Error (MAE) were employed. Additionally, time series plots, scatter plots, and Taylor 

diagrams were used for visual assessment of model performance. 

3- Results  

Results indicated that xgbTree, Cubist, and qrnn models outperformed other models in predicting SSL. These 

models effectively simulated daily variations in SSL. Overall, the xgbTree model demonstrated the best 
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performance in SSL prediction. A comparison of the models' predictive accuracy revealed that ML algorithms 

can successfully predict daily SSL, particularly xgbTree (RMSE = 63.301, NSE = 0.97), Cubist (RMSE = 

46.330, NSE = 0.96), and qrnn (RMSE = 85.349, NSE = 0.96), which exhibited the lowest prediction errors and 

highest efficiency metrics. Taylor diagrams further confirmed that xgbTree, Cubist, and qrnn models 

demonstrated a better fit to the observed data. 

Sensitivity analysis revealed that discharge and precipitation had the most significant influence on SSL variations. 

Additionally, employing PCA to reduce data dimensionality and select key variables played a crucial role in 

enhancing model performance. The findings of this study demonstrate that machine learning models can serve 

as powerful tools for predicting SSL in watersheds. Furthermore, the results indicated that machine learning 

models are capable of identifying complex and nonlinear patterns in hydrological data that cannot be detected 

using traditional modeling techniques. This is particularly significant in scenarios where climate change and 

human activities impact hydrological processes. 

4- Discussion & Conclusions 

This study employed machine learning models to forecast daily suspended sediment load (SSL) in the 

Taleghan watershed. Results indicated that xgbTree, Cubist, and qrnn models exhibited superior performance in 

predicting SSL. These models can serve as powerful management tools for assessing the impacts of climate 

change and human activities on sedimentation processes, and for planning and managing water resources 

sustainably. The findings of this study demonstrate that machine learning models can be effective alternatives to 

traditional modeling methods for SSL prediction. These models can capture complex nonlinear relationships 

between input and output variables, leading to more accurate forecasts. However, to enhance predictive accuracy, 

further research is needed using higher spatial and temporal resolution data, as well as considering additional 

factors influencing sedimentation processes. For future research, it is recommended to explore hybrid models 

combining machine learning and physical models. Additionally, deep learning techniques can be employed to 

extract more complex features from data. Furthermore, investigating the impacts of climate change on 

sedimentation processes and developing predictive models under various climate scenarios is a crucial topic for 

future research. 

Key Words: Suspended sediment load, Machine learning models,  Principal Component Analysis, 

Taleghan watershed.   
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بینی بار رسوب معلق )مطالعه موردی: حوضه های یادگیری ماشین در پیشارزیابی عملکرد مدل

 آبخیز طالقان(

 

 دانشگاه هرمزگان، بندرعباس ،یعیمنابع طب یگروه مهندس یپژوهشگر فوق دکتر: یگانیرا یمحمد نبیز

 دانشگاه هرمزگان، بندرعباس ،یعیمنابع طب یاستاد گروه مهندس*:  یغلام دیحم

 دانشگاه سراوان، سراوان ابان،یو کنترل ب تیریگروه مد اریاستاد: یمحمد یمجتب

 نوع مقاله: پژوهشی

 (80/38/3081تاریخ پذیرش:        72/80/3081تاریخچة مقاله )تاریخ دریافت: 

DOI: http//doi.org/10.61186/jeer.15.1.83  

 چکیده 

رسوب بر  رایو منابع آب است، ز یطیمح کپارچهی تیریموضوع مهم در مد کی (SSLبار رسوب معلق ) بینیسازی و پیشمدل

تعاملات غیرخطی در دینامیک رسوب همواره سازی و درک از سوی دیگر، کمی. گذاردیم ریتأث یآب یهاستگاهیآب و ز تیفیک

غرب  شمال بار رسوب معلق روزانه در حوضه طالقان در ینیبشیمطالعه پ نیاز ا هدف .به عنوان یک چالش اساسی مطرح بوده است

و  Cforest ،Ctree ،Cubist ،LASSO ،qrnn( شامل ML) نیماش یریادگیمدل  ششعملکرد  سهیو مقا یریبا بکارگ تهران

xgbTree ش،  بارش تجمعی، شاخص برف، دبی و رسوب با تاخیر زمانی بار، رسوب روزانه ،یدبده متغیر ورودی ) یهابود. داده

 یها(، مدلشیدرصد آزما 01درصد آموزش و  51 بی)به ترت شیآموزش و آزما یبرا 0413تا  0444از سال  ((t-1)یک روزه 

ML اصلی هایفهآنالیز مؤل تکنیکهمچنین  .استفاده شد (PCA)   عملکرد  شد. بکار گرفتهبرای کاهش تعداد متغیرهای ورودی

 بیضر (،RMSEمربعات خطا ) نیانگیم شهیربا استفاده از چندین معیار کمی و گرافیکی، از جمله  SSLی نیبشیپ یبراها مدل

. شد یابیارز یو نمودار پراکندگی زمان راتیینمودار تغ لور،یت نمودار(، MAE)مطلق  یخطا نیانگیمو  (NSE) ساتکلیف-نش

ویژه بینی کنند، بهبخش پیشطور رضایتروزانه را به SSLتوانند می MLهای ها نشان داد که الگوریتمبینی مدلمقایسه دقت پیش

:  =qrnn (31/817RMSE و xgbTree (38/841RMSE=  :75/0NSE=  ،)Cubist (13/884RMSE=  :73/0NSE= )های مدل

73/0NSE= بینی و بالاترین معیارهای کارایی را نشان دادند. علاوه بر این، نمودار تیلور تأیید کرد که (، که کمترین خطای پیش

 شده را برای پارامترهای هیدرولیکی مختلفبینیبهترین تطابق بین مقادیر مشاهده شده و پیش  qrnn وxgbTree ، Cubistهای مدل

بینی و برای پیشمناسب های یادگیری ماشین به عنوان یک روش این نتایج حاکی از آن است که عملکرد مدل. به دست آوردند

 است. های آبخیزتحلیل دینامیک رسوب در حوضه

 .های پیشرفتهالگوریتم، کیفیت آب ،دینامیک رسوب، بینیسازی پیشمدل: یدیواژگان کل .3
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 مقدمه ـ3

و همکاران،  Pourghasemi) است نیزم ستمیس یکیو ژئومورفولوژ یشناس نیاز چرخه زم ریناپذ ییجدا یآب بخش شیفرسا

های زیست تواند باعث مسائل و نگرانیمی به عنوان یکی از پیامدهای منفی فرسایش خاک رسوب (حمل و نقلدینامیک ) .(0415

و مورفولوژی  هاسد زیرزمینی، و تغییرات در مخزن های سطحی وهای آبی، کاهش کیفیت آبمحیطی مانند آسیب به اکوسیستم

 )SSL (بار رسوب معلق(. 0413و همکاران  Shojaeezadeh؛ 4170و همکاران  Raigani: 0404و همکاران  Renرودخانه شود )

ای هیدرولیکی هتواند بر عملکرد سازهترین پارامترهای هیدرولیکی و هیدرولوژیکی است که میهای آبخیز یکی از مهمدر حوضه1

تواند ظرفیت مخزن را کاهش داده و بر علاوه بر این، رسوبات منتقل شده به مخازن می .های انتقال آب تأثیر بگذاردو پروژه

 SSL بینیبنابراین، پیش (.0401و همکاران،  Darabi) های عملیاتی مانند تامین آب، تولید انرژی و آبیاری تاثیر بگذاردسیاست

های هیدرولیکی برداری از سازهشناسی رودخانه و بهرهو منابع آب پایدار، ریخت ها نقش کلیدی در مدیریت حوضهرودخانهدر 

 یهایژگیو ییفضا یناهمگون(. 0447همکاران  Yang: 0417 ،و همکاران Haghighi؛ 0401و همکاران،  Nosratiکند )ایفا می

 ندیو فرآ رهایمتغ نیا نیب یرخطیو رابطه غ یارودخانه یهاحوضه کیرفولوژو ژئومو یکیدرومترولوژیه ،یکیزیمختلف ف

و  نیتخمدر نتیجه،  .(0411و همکاران،  Melesse) بار و غلظت رسوب بوده است قیدق ینیبشیدر پ یمانع بزرگ ،یگذاررسوب

 تیریرا مد گمشده ریو مقاد یرخطیروابط غ توانندیاست که م یقو یهامدل ازمندین یارودخانه ستمیس کیبار رسوب در  ینیبشیپ

 Cobaner) یهوش مصنوع یهاکیتوسعه تکن ر،یاخ یهادهه در (.0410و همکاران،  Choubin؛ 0413، و همکاران Khosraviکنند )

 رده استک جادیا هاینیبشیدر پ یتحول بزرگ ،یکیدرولوژیه یهادهیپد کنندهینیبشیعنوان پکاوی به( و داده0447و همکاران، 

(Lafdani  ،0418و همکاران :Li   0400و همکاران .)توانند رویدادهای آینده را به طور موثر از طریق شناسایی ها میاین مدل

 (. 0413، و همکاران Khosravi) الگوهای داده در سوابق تاریخی پیش بینی کنند

 انیرج ایرواناب  یزمان یهایسر ینیبشیاز جمله پ یکیدرولوژیمطالعات ه یبرا های یادگیری ماشینمدلمحققان مختلف از 

(Tingsanchali  وGautam  ،0444:  ،مدل0443و وانگ ،)یسااز ( انتقال رساوبKhan  ،شب0413و همکاران ،)انیجر یساز هی 

(،  1773و همکاران،  Yangسااطآ آب ) تیریمد ؛(،0413و همکاران،  Diop؛ 0413و همکاران،  Bou-Fakhreddineرودخانه )

 یپارامترها نی(، تخمLee، 1773و  Wenآب ) تیفیک تیری(، مدTorres ،1773و  Solomatineمخزن ) اتیعمل یساااز نهیبه

(، 0413و همکاران،  Yu؛ 0415و همکاران،  Nadiri) ینیرزمیز یهاآب یساز هیشب(، 0443و همکاران،  Melesseآب )  تیفیک

و  Abrahart)رسااوب  ینیب شیپ و، (0413و همکاران،  Tao؛ 0415و همکااران،  Ghorbaniو تعرق ) ریو تبخ ریتبخ نیتخم

White ،0441 ؛Nagy  ،؛ 0440و همکاران Alp  وCigizoglu، 0445های اخیر مطالعات زیادی برای در سااال اند.( اسااتفاده کرده

و همکاران،  Mohammadi-Raigani) انجام شااده اساات کاویهای هوش مصاانوعی و دادهبا اسااتفاده از تکنیک SSL بینیپیش

و  Rajaee؛ 0418همکاران،  وLafdani  ؛0418و همکاران،  Liu ؛0413و همکاران،   Choubin؛0401، و همکاران Rahul ؛ 0401

 درSSL نیتخم یبرا  ANN بر یمبتن یسااازمدل کردیرو کی ،(0411و همکاران ) Melesse، به عنوان مثال .(0418همکاران، 

 کپارچهیمتحرک  نیانگیحاصل از م جیبهتر از نتا ANN یهاینیبشیکه پ ندو نشان داد توسعهمتحده  الاتیدر ا یسه رودخانه اصل

(ARIMA)، چندگانه یخط ونیرگرساا (MLR) چندگانه یرخطیغ ونیو رگرساا (MNLR) بود .Chiang  وTsai (0411 )

بهتر  ANN یهااز مدل وانیرساوب معلق در حوضه رودخانه کائوپینگ تا یدر برآورد بارها SVM یهاگزارش دادند که مدل

کرد  یمتحده بررس الاتیدو رودخانه در ا SSL ینیبشیپ یرا برا SVMعملکرد Çimen (0413 ،)طور مشاابه،  به عمل کردند.

 ،( 0410و همکاران، ) Kisi کند. ینیبشیرسوب پ یدب یمنف ریمقاد دیرا بدون تول SSL تواندیم SVMمدل  کیکه  افتیو در

در رودخانه  سااتگاهیروزانه در دو ا SSL ینیب شیپ یرا برا SVM و ANFIS ،ANN، (GP)ی کیژنت یزیربرنامه یهاتمیالگور

                                                           
1 Suspended sediment load 
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( 0413و همکاران، ) Khosravi .دارد یبرتر گرید یهانسبت به مدل GP کرد و نشان داد که سهیمتحده مقا الاتیکامبرلند در ا

و یادگیری مبتنی  M5P، (REPT)کاوی مستقل )به عنوان مثال، کاهش خطای درخت هرس های دادهدر پژوهشی ارزیابی مدل ،

 REPTتصادفیزیرفضاای  و REPT–(RCREPT) ، کمیته تصاادفیbagging-M5Pهای ترکیبی، )و مدل ((IBK) بر نمونه

(RS-REPT) )) بار رساوب معلق  بینیبرای پیش(SSL)  .جینتاناشای از ووب یخبندان در حوضاه آند در شیلی بررسی کردند 

بهترین قابلیت پیش بینی را داشت در  bagging-M5Pهای فردی عمل کردند. های ترکیبی بهتر از مدلکه مدلها نشاان داد آن

-C-means (FCM از یک مدل ترکیبی فازی ،( 0417)و همکاران  Hasanpourترین را داشاات. ضااعیف REPTحالی که 

SVR) برای ارزیابی SSL بینی بهتری را نسابت بهاساتفاده کردند که عملکرد پیش SRC ،ANN ،ANFIS وSVR داد نشان .

Mehri ( ،در این مطالعه با اسااتفاده از الگوریتم0401و همکاران ،)کاوی شااامل چهار روش هوشاامند های دادهANFIS-PSO ،

ANFIS-GA ،ANFIS  وGMDH بینی توزیع غلظت رساوب اساتفاده کردند. همچنین در این پژوهش مشخص شد برای پیش

 ها باشد.تری نسبت به سایر روشتواند روش مناسب و دقیقمی ANFIS-PSOکه روش 

( همچنان یک چالش SSLبینی دقیق بار رسوب معلق )ساازی هیدرولوژیکی، پیشهای قابل توجه در مدلبا وجود پیشارفت

نتی های تجربی سای مانند حوضه آبخیز طالقان در ایران. تحقیقات موجود اغلب به مدلهای آبخیز پیچیدهاست، به ویژه در حوضه

ات مربوط های کالیبراسیون پارامترها و فرضیتوانند توسط الزامات داده، پیچیدگیهای مبتنی بر فیزیک متکی هستند که مییا مدل

بررسی  SSLبینی های یادگیری ماشاین را برای پیشآیندهای زیربنایی محدود شاوند. در حالی که برخی از مطالعات، مدلبه فر

ه یادگیری ماشین، های پیشرفتاند، شکافی در تحقیقات برای ارزیابی و مقایسه سیستماتیک عملکرد طیف متنوعی از الگوریتمکرده

، در این زمیناه خااو وجود دارد. علاوه بر این، XGBoostو  CTree ،CForest ،QRNN ،LASSO، Cubistماانناد 

متمرکز شااده اساات، که برای آگاه  SSLسااازی بینی و تفساایرپذیری مدل در مدلتحقیقات محدودی بر درک  بین دقت پیش

در حوضه  SSLبینی پیشها در کردن تصمیمات مدیریتی بسیار مهم است. این مطالعه با ارزیابی دقیق و مقایسه عملکرد این مدل

ارزشمندی را  هایها بپردازد. این امر بینشهای دقت و تفسیرپذیری، قصد دارد به این شکافآبخیز طالقان، با در نظر گرفتن جنبه

از  دهد.خشک مشابه ارائه میهای نیمهدر محیط SSLبینی در مورد مناساب بودن رویکردهای مختلف یادگیری ماشین برای پیش

 نماشاییادگیری  مدل شاش، هدف اصالی این مقاله بررسای کارایی و دقت یادگیریهای ، با توجه به توانایی بالای مدلواین ر

(xgbTree ،Cubist ،qrnn،Ctree  ،Cforest وLASSO) بینیدر پیش SSL  باشااد. برای این منظور، میدر رودخانه روزانه

در نظر  0413-0444روزانه از دوره  بار رسااوب معلق داده 048انتخاب شااده و  رودخانه طالقان در ایران به عنوان مطالعه موردی

 SSL بینیمهم در پیش ورودیانتخاب  یبرا( PCA) های اصاالیروش آماری آنالیز مولفهمطالعه از  نیدر اگرفته شااده اساات. 

و  لوریمختلف، نمودار ت یآمار یارهایاز مع با استفاده های یادگیری ماشینعملکرد مدل .گردیداستفاده  طالقاندر رودخانه روزانه 

چ اثری طبق دانش نویسندگان، هی ند. لازم به وکر است،شد یابیارزبینی های پیشمنظور شناسایی بهترین مدلبه یبصر ینمودارها

  SSLبینیپیشبرای  LASSO و  xgbTree ،Cubist ،qrnn،Ctree گزارش نشاده است که ازمطالعات داخلی ایران در ادبیات 

 .روزانه استفاده کند

 مورد مطالعه  ةمنطق ـ7

منطقه مورد  .کیلومتر مربع واقع شده است 1810حوضاه آبخیز طالقان رود در شامال غرب تهران در استان البرز به مساحت 

 10درجه و  11دقیقه تا  83درجه و  14دقیقه شمالی و  01درجه و  83دقیقه تا  1درجه و  83مطالعه در قسمت بالایی سد طالقان )

متر از سطآ  1834متر تا  1544ارتفاع توپوگرافی حوضه آبخیز رودخانه طالقان بین  .(1دقیقه شارقی( واقع شاده اسات )شاکل 

مهمترین ویژگی  .کندمتر است که منطقه عمدتاً کوهستانی آن را برجسته می 0518متوساط دریا متغیر است و میانگین وزنی آن 

هایی به این بزرگی درصد از حوزه آبخیز طالقان دارای شیب 14العه، ارتفاع زیاد و شیب تند آن است که بیش از منطقه مورد مط
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های بهار اتفاق کیلومتر است که فصل طغیان آن بیشتر در ماه 87طول رودخانه طالقان  .غربی است-و جهت گیری اصالی شرقی

متر و میانگین بارندگی ساالانه در حوضه تقریباً میلی 111و  311لانه به ترتیب بیشاترین و کمترین میانگین بارندگی ساا .افتدمی

 3های ایساتگاه زیدشت، میانگین دما در منطقه مورد مطالعه بر اسااس داده .(0410و همکاران،  Hosseiniمتر اسات )میلی 344

مرتع بیشترین  .گراد استدرجه سانتی 13حداقل دما  گراد ودرجه سانتی 85 مردادحداکثر مطلق دما در ماه . گراد استدرجه سانتی

  .گیرددرصد از محدوده مورد مطالعه را در بر می 5/31کاربری منطقه مورد مطالعه را دارد و تقریباً 

 

  
 های مورد استفادهایستگاه و رودخانه طالقان زیآبخ  حوضة ییایجغراف تی: موقع3 شکل

 مواد و روش ـ1

 سازیمدل یمورد استفاده برا هایو مجموعه داده یآمار زیآنالـ 3ـ1

در حوضااه آبخیز رودخانه طالقان  (SSLبار رسااوب معلق ) بینیهای مورد اسااتفاده در این پژوهش برای پیشمجموعه داده

از سال  ((t-1ش،  بارش تجمعی، شاخص برف، دبی و رسوب با تاخیر زمانی یک روزه )بار، رسوب روزانه ،یدب یهادادهشاامل: 

سری . اساتفاده شد ML یها(، مدلموندرصاد آز 01درصاد آموزش و  51 بی)به ترت شیآموزش و آزما یبرا 0413تا  0444

از  (،1شااکل) ایسااتگاه هیدرومتری گلینک واقع در خروجی حوزه آبخیز طالقان از های دبی روزانه و رسااوب معلقزمانی داده

های داده مورد اسااتفاده قرار گرفت.های پیش بینی آوری و برای ساااخت مدلجمع اسااتان تهران و البرزای سااازمان آب منطقه

دقیقه شمالی(،  11درجه و  83دقیقه شرقی و  37درجه و  14بارندگی حوضاه آبخیز طالقان از ساه ایستگاه باران سنجی زیدشت )

دقیقه  04درجه و  83شرقی و  دقیقه 53رجه و د 14دقیقه شمالی( و جزینان ) 08درجه و  83دقیقه شرقی و  73درجه و  14دیزان )

شکل بدست آمد.  GISای لندست در نرم افزار . همچنین شااخص برف از طریق آنالیز تصاویر ماهوارهشامالی( جمع آوری شاد

 . دهدگیری را در حوضه آبخیز رودخانه طالقان نشان میهای اندازهموقعیت ایستگاه( 1)
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های بارندگی و شاخص برف مورد استفاده ، مجموعه داده(SSL) بار رساوب معلق ،(Q) رودخانهاطلاعات آماری روزانه دبی 

، (Sd)شامل میانگین، انحراف معیار  هامجموعه دادهبرای  یآمار یپارامترها ( آورده شاده اسات.1در مطالعه حاضار در جدول )

هایی که جامعه آماری های آموزشی و آزمون، بررسی دادهها به زیر مجموعههنگام تقسیم داده ( است.1حداکثر و حداقل )جدول 

ها زمانی بهترین عملکرد را دارند که لازم به وکر است که این مدل (.Masters ،1778) دهند ضروری استمشاابهی را ارائه می

انحراف معیار مقدار (. Johnson ،1777و  Tokarیابی نشااوند )های مورد اسااتفاده برای آموزش مدل برونفراتر از محدوده داده

(sd) ( دبی روزانهQ)  و دبی با تاخیر یک روز(Q (t-1)) که این در هر دو مجموعه داده آموزش و آزمون برابر بود، در حالی

. اما در شاخص برف بود موندوره آموزش کمتر از دوره آز یبرا( SSL-1) و و بار رساوب با تاخیر یک روز SSLمقدار، در 

(Snow index)  .نیانگی، م1جدول  طبقبالعکس بود Q ،Q (t-1) ،SSL   وSSL-1 از دوره آموزش  بیشااتر موندر دوره آز

 .میانگین در دوره آموزش بیشتر است (Snow index)است. اما در شاخص برف 

 اهو تمام مجموعه داده یشیآزما ،یآموزش های¬داده یخلاصه آمار: 3 جدول

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

هـــــای مـــــدل 7-1- 

ــش  ــی ــرای پ ب ن ماشییادگیری 

  SSL  بینی
 این در از پژوهش

-مدل Ctreeهای

qrnn ، ،Cforest  ،

Cubist و LASSO ، 

  xgbTree یبرا

ها با مدل  یسازادهیپ

 Caretاستفاده از بسته 

 ،Rافزار نرم  4.3.2نسخه

 استفاده شد.

 انحراف استاندارد میانگین حداکثر حداقل پارامترهای آماری

Training set (152)     

)1-s3Q (m 05/1 03/53 11/10 77/18 

SSL (ton/day) 08/8 15/10814 17/554 13/1318 

Q (t-1) 44/4 03/53 17/10 41/11 

SSL-1 44/4 15/10814 17/554 13/1318 

Rainfall (mm)- Zidasht station 44/4 44/03 71/4 81/8 

Cumulative precipitation (mm) 44/4 44/88 37/1 14/5 

Rainfall (mm) – Jazinan station 44/4 44/01 14/1 07/1 

Cumulative Rainfall (mm) 44/4 44/31 45/5 71/14 

Rainfall (mm)- Dizan station 44/4 44/87 80/0 04/3 

Cumulative Rainfall (mm) 44/4 44/11 80/10 34/18 

Snow index 44/4 11/57 11/08 41/05 

Testing set (51)     

)1-s3Q (m 00/0 13/18 07/18 75/18 

SSL (ton/day) 01/5 30/5483 85/731 01/1537 

Q (t-1) 00/0 13/18 03/18 77/18 

SSL-1 01/5 30/5483 13/731 17/1537 

Rainfall (mm)- Zidasht station 44/4 14/80 13/0 18/5 

Cumulative precipitation (mm) 44/4 14/17 30/10 47/11 

Rainfall (mm) – Jazinan station 44/4 14/80 13/0 18/5 

Cumulative Rainfall (mm) 44/4 14/17 30/10 47/11 

Rainfall (mm)- Dizan station 44/4 44/13 87/0 55/3 

Cumulative Rainfall (mm) 44/4 44/30 33/10 71/04 

Snow index 44/4 44/54 78/18 00/04 

All data set (203) 00/0 13/18 07/18 75/18 
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ها، این مدل ماهیت متنوع 

از مزایا را بسته  طیف وسیعی 

تحلیلی ارائه  به وظیفه 

کند و های تصمیم سنتی فراهم می، با چارچوب آزمون فرضیه خود، تفسیرپذیری بیشتری را در مقایسه با درختCtreeدهد.می

از این قدرت بهره  CForest. (0411و همکاران،  Hothorn) آوردمیها را فراهم امکان بینش در مورد اهمیت آماری تقسیم

ویژه زمانی ارزشمند هستند ها بهqrnn. (0404و همکاران،  Luo) بخشدآوری بهبود میبینی را از طریق جمعبرد و عملکرد پیشمی

مکن د و ارزیابی ریسک قوی را مای به درک کل توزیع شرطی متغیر هدف گسترش یابهای نقطهبینیکه تمرکز فراتر از پیش

را کند و تعمیم ها را ساده می، با کوچک کردن ضرایب و انجام انتخاب متغیر، مدلLASSO. (0408و همکاران،  Li) سازد

در ثبت روابط  Cubistهای . مدل(0413و همکاران،  Muthukrishnan) بخشدبهبود میهای با ابعاد بالا در مجموعه داده ویژهبه

و همکاران،  Houborg) دهندهای کاملاً خطی ارائه میای را در مقایسه با مدلعاملات غیرخطی برتری دارند و دقت بهبود یافتهو ت

0413) .XGBoostهای ، که به دلیل کارایی و عملکرد خود شناخته شده است، اغلب به دلیل چارچوب تقویت گرادیان و تکنیک

. انتخاب مدل مناسب به (0400و همکاران،  Ma) یابدبینی دست میدر وظایف مختلف پیش سازی خود، به نتایج پیشرفتهمنظم

 سازی شده بستگی دارد.ها و پیچیدگی روابط مدلنیازهای خاو تحقیق، از جمله سطآ تفسیرپذیری مورد نظر، ماهیت داده

انند های مختلف، مها، پتانسیل مقایسه مدل و ایجاد گروه است. مقایسه عملکرد مدلای متنوع از مدلمزیت دیگر استفاده از مجموعه

CForest  وXGBoostبینی کننده زیربنایی آشکار کند. علاوه بر این، ها و روابط پیشهایی را در مورد دادهتواند بینش، می

تواند منجر به بهبود دقت و استحکام کلی در مقایسه با های گروهی اغلب میندین مدل از طریق روشها از چبینیترکیب پیش

کند و در عین حال نقاط ضعف آنها تکیه بر یک مدل واحد شود. این رویکرد از نقاط قوت هر مدل به صورت جداگانه استفاده می

تر تواند تجزیه و تحلیل جامعمی XGBoostبینی با قدرت پیش CTreeدهد. به عنوان مثال، ترکیب تفسیرپذیری را کاهش می

هایی را دهد، بلکه راهپذیری را ارائه میها نه تنها انعطافتری ارائه دهد. بنابراین، در نظر گرفتن طیف وسیعی از مدلو روشنگرانه

 .کندتر نیز باز میسازی پیچیدههای مدلبرای استراتژی
 

 SSL یمدل ساز یمناسب برا هاییانتخاب ورود ـ 1ـ1

(. 0401و همکاران،  Gholami) است ML یهاتمیدر کاربرد الگور یدیاز مراحل کل یکی ویژگی یا متغیرهای ورودی انتخاب

 وLu ) ها و کاهش تعداد پارامترهای ورودی مورد نیاز استروشی مؤثر برای شناسایی ورودی مدل (PCA) تحلیل مؤلفه اصلی

از اطلاعات وجود  یادیکه حجم ز یزمان ی،ورود یرهایمتغ یدگیچیکاهش پ یتوان برایرا م PCA در نتیجه، (.0417همکاران، 

با توصیف حداکثر مقدار واریانس مشترک  PCA(. 0414همکاران،  وNoori استفاده کرد ) رهایبهتر متغ ریتفسمنظور بهو  دارد

-Kaiser-Meyer  معیار یابد.جویی بدست میدر یک ماتریس همبستگی با استفاده از کمترین تعداد مفاهیم گویا، به صرفه

)1-s3Q (m 05/1 031/53 31/10 71/18 

SSL (ton/day) 08/8 51/10814 58/311 11/1313 

Q (t-1) 44/4 031/53 31/10 71/18 

SSL (t-1) 44/4 51/10814 33/311 11/1313 

Rainfall (mm)- Zidasht station 44/4 1/80 88/1 38/1 

Cumulative precipitation (mm) 44/4 1/17 31/3 13/14 

Rainfall (mm) – Jazinan station 44/4 1/80 37/1 11/1 

Cumulative Rainfall (mm) 44/4 31 15/3 03/10 

Rainfall (mm)- Dizan station 44/4 13 81/0 74/3 

Cumulative Rainfall (mm) 44/4 30 11/10 37/11 

Snow index 44/4 115/57 71/04 58/01 
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Melkin (KMO)بدست می آید. (1رابطه ) با استفاده ازها برای بررسی کفایت داده KMO  اندازه گیری نسبت واریانس بین

 .(0401و همکاران  Darabiمتغیرهایی است که ممکن است واریانس مشترک باشد )

𝐾𝑀𝑂 =
∑(𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛)2

∑(𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛)2+∑(𝑝𝑎𝑟𝑡𝑖𝑎𝑙 𝑐𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛)2
                                                                    3  ةرابط

 
 

 

همبستگی بین متغیرها باید بررسی  بود. 31/4مقدار  KMOدر این مطالعه،  باشد. 1/4باید  KMO طبق ادبیات، حداقل مقدار

( 7/4تمامی مقادیر همبستگی زیر آستانه )در این مطالعه  (.0417همکاران،  وLu شود تا از مشکلات چند خطی جلوگیری شود )

ارائه  (0413a) و همکاران Nosratiتوسط  یجامع از روش مؤلفه اصل یمرور .بوده و در نتیجه مشکلی از چند خطی وجود نداشت

 .انجام شد STATISTICA V.16.0 (StatSoft, 2016)با استفاده از  یآمار یهالیو تحل هیتمام تجز .شده است

  هامعیارهای ارزیابی عملکرد مدل  -1-8

و همکاران،  Dawsonارزیابی مدل نباید بر اساس یک شاخص واحد با توجه به ماهیت تصادفی متغیرهای هیدرولوژیکی باشد )

0445: Idrees  ،0401و همکاران :Khosravi  ،در نتیجه، در این مطالعه از سه شاخص رایج برای ارزیابی 0413و همکاران .)

، میانگین (RMSE)که شامل دو معیار انحراف )شامل ریشه میانگین مربعات خطا  .استفاده شد MLهای عملکرد و مقایسه مدل

همچنین به منظور   شد. (NSE) 1ساتکلیف -وری )ضریب کارایی نشو یک معیار اندازه گیری بهره (MAE)خطای مطلق 

های های پیش بینی علاوه بر معیارهای آماری کمی، برای به دست آوردن درک بصری عملکرد مدلارزیابی و مقایسه عملکرد مدل

(، نمودارهای خطی و نمودارهای Taylor ،0441در منطقه مورد مطالعه، ترکیبی از نمودارهای تیلور ) SSL بینیسطحی برای پیش

ارائه  0در شکل های یادگیری ماشین توسط مدلرودخانه  SSL مراحل اصلی برای مدل سازی زمانیدگی استفاده گردید. پراکن

 .شده است
 

 

                                                           
1 Nash-Sutcliffe (NSE) 
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 نمودار جریانی تحقیق :7 شکل

 

 نتایج و بحث-0

 SSL ینیب شیپ های¬مدل یورود یرهایمتغـ 3ـ0

نسبت  ژه،یو ریمقاد( شامل PC) هامولفه یهایژگی. وآمدبه دست  ژهیمقدار و 14(، KMOپس از حل معادله )

نشان داد که سه مولفه  PCAنتایج ، 0شده است. با توجه به جدول  ارائه، 0 در جدولی تجمع انسیو نسبت وار انسیوار

را نشان  یورود یرهایمتغ انسیدرصد از نسبت کل وار 54، نزدیک به 1 <با مقادیر ویژه   (PC1–PC3) اول 1اصلی

  PCA کاربرد قیکنند، از طریم یابیرا ارز PC لیتشک بیکه ضرا ژهیو یبردارها ن،یعلاوه بر ا(.  0)جدول  دهندیم

 (. 8)جدول  ندیآیبه دست م

مشخص  یبه طور کل .با فونت درشت نشان داده شده است هامولفه لیدر تشک رهایمتغ نی، مؤثرتر(8) در جدول

 05/83از  شیدارند که ب PC1را بر  ریتأثبیشترین  (t-1)( با تاخیر یک روز SSLو بار رسوب معلق ) (Q)دبی است که 

 نیشتریب ندگی ایستگاه زیدشت و جزینانبارمتغیر  نیهمچن .شودیرا شامل م یورود یرهایمتغ انسیوار یهادرصد نسبت

 .شود یرا شامل م یورود یرهایمتغ انسیوار یدرصد نسبت ها 33/01از  شیدارد که ب (PC2) را بر مولفه دوم ریتأث

درصد از واریانس  51/11( تقریبا 15/1ترین مقدار ویژه منتخب )( مربوط به کوچکPC3مولفه اصلی سوم ) ن،یبر ا علاوه

ات اطلاع ری. ساردیگیقرار م ش تجمعی ایستگاه زیدشت و جزینانباردبی روزانه،  ریتحت تأثدهد. کل را تشکیل می

های یادگیری مدل یاول به عنوان ورود مولفه سهمقاله،  نیا در (.8)جدول  جدول به دست آورد نیاتوان از یرا م هامولفه

طور کلی از میان ده متغیر ورودی سه فاکتور شاخص برف، بارش ( انتخاب شدند. به8)جدول   PCAمدل  بر اساسماشین 

                                                           
1 principal components 
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مراحل  جیتاناثرگذار نبوده و در نتیجه حذف شدند. ای ایستگاه جزینان و بارش تجمعی ایستگاه جزینان بر روی هیچ مولفه

 .آورده شده است 1جدول  درPCA های یادگیری ماشین توسط متغیرهای انتخابی با روش و آزمون مدل آموزش
 

 شده جادیا اصلی هایمولفه یفی. آمار توص7جدول 

 

 

 

 

 

 

 

 

 

 
 

 یهمبستگ سیماتر ژهیو ریو مقاد رهای( متغPCA) یمؤلفه اصل لیتحل مقادیر. 1جدول 
 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 

PCs Eigenvalue Variance proportion Cumulative variance proportion 

PC 1 38/8 05/83 05/83 

PC 2 15/0 33/01 71/15 

PC 3 15/1 51/11 33/37 

PC 4 710/4 108/7 538/53 

PC 5 557/4 574/5 158/33 

PC 6 110/4 101/1 771/74 

PC 7 831/4 311/8 341/71 

PC 8 813/4 134/8 731/75 

PC 9 111/4 111/1 147/77 

PC 10 417/4 171/4 144 

Parameter PC 1 PC 2 PC 3 Communalities 

)1-s3(m Q 311/4 180/4 457/4 51/4 

Q (t-1) 113/8 111/4- 017/4 71/4 

SSL (ton/day) (t-1) 000/8 131/4- 031/4 37/4 

Rainfall (mm)- Zidasht station 437/4- 383/4 078/4 57/4 

Cumulative Rainfall (mm) 443/4 158/4 028/8 34/4 

Rainfall (mm) - Jazinan station 480/4 348/4 011/4 51/4 

Cumulative Rainfall (mm) 131/4 003/4 533/4 54/4 

Rainfall (mm)- Dizan station 414/4 518/4 185/4 18/4 

Cumulative Rainfall (mm) 145/4 011/4 517/4 31/4 

Snow index 178/4- 110/4- 144/4 05/4 

     
Eigenvalue 38/8 15/0 15/1  

% Total variance 

(Variance proportion) 
05/83 33/01 51/11  

Cumulative % variance 

(Cumulative variance 

proportion) 

05/83 71/15 33/37  
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 SSL کنندهینیبشیپ هایعملکرد مدل یابیارزـ 7ـ0

های . این مدلگردیددر حوضه طالقان اعمال و مقایسه  SSLبینی را برای پیش MLعملکرد شش مدل حاضر پژوهش 

ML  هایمدلشاملCtree ،Cforest  ،Cubist،LASSO  ،qrnn  وxgbTree های ها با استفاده از شاخصبودند. مدل

های آموزشی و آزمایشی ارزیابی و مقایسه شدند. مقادیر این آمار به در دوره MAEو  RMSE، NSEآماری از جمله 

و برای  MAEو  RMSE ،NSE(، مقادیر 1( آورده شده است. طبق جدول )1ها در جدول )دست آمده توسط مدل

Cforest قرار دارند. پارامترهای آماری وکر  78/4تا  31/4و  78/3تا  -53/31، 75/317تا  11/151 به ترتیب در محدوده

بوده است. برای مدل  70/4تا  31/4و  4تا  -10/18، 13/381تا  30/140به ترتیب در محدوده  Ctreeشده برای مدل 

Cubist  برای مدل، 77/4تا  73/4و  -50/01تا  -33/11، 13/884تا  81/101، به ترتیب ازLASSO  15/151، به ترتیب 

و  -11/81تا  -53/37، 31/817تا  73/131، به ترتیب از qrnn، برای مدل 33/4تا  35/4و  4تا  -84/144، 33/178تا 

، 38/841تا  51/17پارامترهای آماری وکر شده به ترتیب در بازه های  xgbTreeدر نهایت، برای مدل  77/4تا  73/4

 است. 1تا  75/4و  1تا  -17/13

بسیار   qrnnو xgbTree ،Cubistتوان دریافت که مدل با توجه به تمام معیارهای ارزیابی، از این جدول به وضوح می

 =xgbTree  (1=2R  ،)Cubist (1مدلکند. در نمودار تغییرات زمانی عمل می LASSO و Ctree، Cforest هایمدلبهتر از 
2R )و qrnn (77/4=2R 8( )شکل-c-b-a :ما انحراف قابل توجهی از مقادیر رسوب ثبت شده در طول سری 1؛ جدول ،)

و  31/4، 31/4ترتیب برابر با به  2R )مقدار LASSO و Ctree، Cforestهای کنیم. در مقابل، مدلآموزشی مشاهده نمی

به طور  .( d-e-f-8)شکل  کنندشده را دست کم یا بیشتر برآورد میبه طور مداوم رکوردهای رسوب مشاهده (33/4

دارند، که ممکن است به غلظت بالای رسوب موجود در  SSLها تمایل به دست کم گرفتن مقادیر بالای کلی، این مدل

بالاتری  SSL( مشهود است، دوره آموزشی به طور کلی مقادیر 1دوره آموزش نسبت داده شود. همانطور که از جدول )

 شود.شامل می را در مقایسه با دوره آزمایشی

های بسیار کمتر از مدل  qrnnو xgbTree ،Cubistبرای دوره آزمایش از مدل  RMSE از سوی دیگر، تمام مقادیر

 Ctree، Cforest و LASSO 2 بودند و مقادیرR و NSE  :در این مورد، مقادیر (.1مربوطه بالاتر بودند )جدولRMSE  

ترین پیش بینی بار رسوب معلق را برآورد کرد. علاوه بود که دقیق 73/4 و 38/841به ترتیب   xgbTreeبرای مدل 2R و

نتایج  ها داشت.( را نسبت به سایر مدل2R= 70/4و  RMSE= 33/178بینی )ترین پیشضعیف  LASSOبر این، مدل

 xgbTree ،Cubist،qrnn ،Ctree ، Cforestهای آمده توسط مدلبدست RMSE دهد که بهترین مقادیرمحاسبات نشان می

ترتیب  بهMAE بهترین مقادیر  است. 33/178و  11/151، 30/140، 31/817، 13/884، 38/841به ترتیب،   LASSOو

، 73/4، 73/4، 75/4به ترتیب  NSE و بهترین مقادیر هستند. -84/144و  -53/31، -10/18، -53/37، -33/11، -17/13

 (.1هستند )جدول:  33/4و  78/4، 70/4

بسیار   qrnnو xgbTree ،Cubistتوان دریافت که مدل وجه به تمام معیارهای ارزیابی، از این جدول به وضوح میبا ت

 xgbTree  (1=2R  ،)کند. در نمودار تغییرات زمانی مدلعمل می  LASSOو Ctree ، Cforestهایبهتر از مدل

Cubist(1=2R و )qrnn  (77/4=2R 8( )شکل-c-b-a :ما 1؛ جدول ،) انحراف قابل توجهی از مقادیر رسوب ثبت شده

ترتیب برابر با به  2R )مقدار LASSO و Ctree، Cforestهای کنیم. در مقابل، مدلدر طول سری آموزشی مشاهده نمی
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-d-e-8کنند )شکل شده را دست کم یا بیشتر برآورد میبه طور مداوم رکوردهای رسوب مشاهده (33/4و  31/4، 31/4

f ).  ها تمایل به دست کم گرفتن مقادیر بالای طور کلی، این مدلبهSSL  دارند، که ممکن است به غلظت بالای رسوب

( مشهود است، دوره آموزشی به طور کلی مقادیر 1موجود در دوره آموزش نسبت داده شود. همانطور که از جدول )

SSL شود.بالاتری را در مقایسه با دوره آزمایشی شامل می 

 
 ها برای هر دو مجموعه داده . نتایج ارزیابی عملکرد مدل0جدول 

Model 
Train (152) Test (51) 

RMSE NSE MAE 2R RMSE NSE MAE 2R 

         

Cforest 75/317 31/4 78/3 31/4 11/151 78/4 53/31- 78/4 

Ctree 13/381 31/4 44/4 31/4 30/140 70/4 10/18- 70/4 

Cubist 81/101 77/4 50/01- 44/1 13/884 73/4 33/11- 75/4 

LASSO 15/151 35/4 44/4 33/4 33/178 33/4 84/144- 70/4 

qrnn 73/131 77/4 11/81- 77/4 31/817 73/4 53/37- 75/4 

xgbTree 51/17 44/1 44/4 44/1 38/841 75/4 17/13- 73/4 

 

 Ctreeهای بسیار کمتر از مدل  qrnnو xgbTree ،Cubistبرای دوره آزمایش از مدل  RMSE از سوی دیگر، تمام مقادیر

، Cforest و LASSO 2 بودند و مقادیرR و NSE  :در این مورد، مقادیر (.1مربوطه بالاتر بودند )جدولRMSE  2 وR 

 رترین پیش بینی بار رسوب معلق را برآورد کرد. علاوه ببود که دقیق 73/4و  38/841به ترتیب  xgbTree برای مدل

نتایج محاسبات  ها داشت.( را نسبت به سایر مدل2R= 70/4و  RMSE= 33/178بینی )ترین پیشضعیف  LASSOاین، مدل

 xgbTree ،Cubist،qrnn ،Ctree ، Cforestهای آمده توسط مدلبدست RMSE دهد که بهترین مقادیرنشان می

ترتیب  بهMAE بهترین مقادیر  است. 33/178و  11/151، 30/140، 31/817، 13/884، 38/841به ترتیب،   LASSOو

، 73/4، 73/4، 75/4به ترتیب  NSE و بهترین مقادیر هستند. -84/144و  -53/31، -10/18، -53/37، -33/11، -17/13

 (.1هستند )جدول:  33/4و  78/4، 70/4
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های آموزشی در ایستگاه سنجش گلینک در  حوضه برای مجموعه داده MLهای مشاهده شده و پیش بینی شده توسط مدل SSL. مقایسه بین 1شکل 

 رودخانه طالقان.

 xgbTree ،Cubist ،qrnn،Ctree  ،Cforestهای آمده از مدلدستشده بهبینیمشاهده شده و پیش SSL ( مقادیر1شکل )    

در قالب نمودارهای تغییرات زمانی )سمت بالا( و نمودارهای پراکندگی )سمت پایین(  را برای دوره آزمایشی  LASSOو

 xgbTreeهایمدلمشاهده شده و تخمینی برای  SSL نمودارها به وضوح تطابق نزدیکی را بین مقادیر دهد.نشان می

،Cubist   وqrnn شکل نشان می( 1دهندb-c--a.) کنند، لا و هم پایین را ثبت میهای باها با موفقیت هم قلهاین مدل

هد که دهای دست کم گرفتن مقادیر رسوب مشهود است. نمودار پراکندگی متناظر همچنین نشان میاگرچه گاهاً تخمین

)شکل  به خوبی در اطراف خط رگرسیون با مقدار بالای ضریب تعیین پراکنده شده است SSL مقادیر پیش بینی شده

1b-c--a.) ،نتایج به عبارت دیگرxgbTree ،Cubist  وqrnn   تر درجه نزدیک 11در نمودارهای پراکندگی به خط مستقیم

در حالی که  ها در مطالعه حاضر است.بینی این مدلدهنده سطآ بالای قابلیت پیشها بود که نشاناز سایر مدل

ها را دست کم و در توجهی پیکها به طور قابلنتایج ضعیفی ارائه کردند و مدل  LASSOو Ctree  ،Cforestهایمدل

b a 

c d 

e 
f 
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   LASSOو Ctree  ،Cforestهایمدل SSL پیش بینی بیش از حد/کمتر از مقادیر روزانه مواردی بیشتر برآورد کردند.

 .(1e-f--d)شکل شودبه وضوح از نمودارهای هیدروگراف و نمودار پراکندگی دیده می

را  SSL مقادیر پایین و متوسط (Ctree )717/4 =2R( و 780/4 =2R (Cforest هایدهد که مدلنشان می d)- (1fشکل 

 کنند.بینی میرا کمتر پیش SSL ها به طور مداوم مقادیر بالایکنند، در حالی که آنبینی میبیش از یا کمتر از حد پیش

-1کند )شکل برآورد می بالا و متوسط را دست کم SSL ( به طور مداوم مقادیر708/4 =2R) LASSO برعکس، مدل

e.) ها، مدل در بین مدل LASSO(33/178 =RMSE) را تأیید  (1ها را ایجاد کرد که نتایج جدول )بینیترین پیشضعیف

مشاهده شده و پیش بینی شده  SSLتوان بیشتر در نمودارهای تغییرات زمانی و نمودارهای پراکندگی این را می کند.می

های ها به سمت روشهمچنین، انحراف قابل توجهی از خط رگرسیون برای همه مدل ه کرد.مشاهد  (f)-(a)1در شکل

که  ،qrnnو  xgbTree ،Cubistآمده با استفاده از مدل دستتخمین قابل تشخیص است، به جز نتایج بهبیش از حد/کم 

 ( مطابقت دارد.1آمده با استفاده از معیارهای ارزیابی مدل ارائه شده در جدول )دستنتایج به
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برای مجموعه داده آزمایشی، همراه با نمودارهای پراکندگی  MLهای مشاهده شده و پیش بینی شده، به دست آمده از مدل SSL. مقادیر 0شکل 

 ها در ایستگاه گلینک در حوضه آبخیز رودخانه طالقان.متناظر آن
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نمودارهای  (.1را با استفاده از نمودارهای تیلور ارزیابی کردیم )شکل  هاها، آنبرای تحلیل بیشتر عملکرد مدل

های بر اساس مجموعه داده ML های( پیشنهاد شد، برای ارزیابی دقت مدلTaylor ،0441تیلور، همانطور که توسط )

تیلور برای مجموعه داده با توجه به نمودار  ساخته شدند. (b-1)شکل  های آزمایشیو مجموعه داده (a-1)شکل  آموزشی

، 1، 1به ترتیب،   LASSOو xgbTree ،Cubist ،qrnn،Ctree  ،Cforestهای برای مدل (r) آموزشی، ضریب همبستگی

 15/151و  75/317، 13/381، 73/131، 81/101، 51/17به ترتیب  RMSE و مقادیر است. 71/4و  70/4، 70/4، 77/4

)نزدیک xgbTree دهد که مدل های آموزشی و آزمایشی نشان میی مجموعه داده( برا1نمودارهای تیلور )شکل  هستند.

  RMSEو (Test=0/99؛ Train=1) های دیگر، دارای ضریب همبستگی بالاتربه میدان مشاهده شده( نسبت به مدل

دارای انحراف استاندارد نزدیک به مشاهده شده   xgbTree جایی که است. (Test=301.63؛ Train=19.75) کمتر

 qrnnو  Cubistهای سپس مدل های دیگر دارای انحراف استاندارد کمتر از مشاهده شده هستند.است، در حالی که مدل

تر از بقیه هستند این شده نزدیکتطابق بهتری دارند و به مقادیر مشاهده  LASSOو Ctree ،Cforestهای نسبت به مدل

توانند به اندازه نمی LASSOو Ctree ،Cforestهای دهد که مدل( نیز مشاهده کرد. این نشان می1توان در شکل )ا میر

( عملکرد کمی بهتر 1به طور خلاصه، نمودارهای تیلور )شکل  بینی کنند.شده را پیشهای مشاهدهکافی نوسانات در داده

کنند، همانطور که توسط نمودارهای تأیید می SSL بینیرا در پیش qrnnو  Cubistهای و در ادامه مدل  xgbTree مدل

مدل است و به دنبال  نیترقیدق xgbTreeمدل  ،یبه طور کل .تغییرات زمانی و نمودارهای پراکندگی مشخص شده است

 قرار دارد. Cubist< qrnn<Ctree < Cforest <LASSO هایآن مدل

 
 

 آبی، بنفش، های آزمایشی. نقاط( مجموعه دادهbهای آموزشی، و ( مجموعه داده a؛MLهای تیلور برای ارزیابی عملکرد مدل. نمودارهای 8شکل 

 هستند. xgbTree و Cforest، Ctree، Cubist، LASSO، qrnnهای دهنده مدل نشان ترتیب به سبز و زرد سیاه، قرمز،
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 گیرینتیجه ـ8

( را در LASSOو  xgbTree ،Cubist ،qrnn ،Ctree ،Cforestیادگیری ماشین )این مطالعه عملکرد شاش مدل 

های دهد که مدلها نشااان می( در حوضااه آبخیز طالقان ایران ارزیابی کرد. یافتهSSLبینی بار رسااوب معلق )پیش

xgbTree ،Cubist  وqrnn های بینی بهتری نساابات به مدلعملکرد پیشCtree ،Cforest  وLASSO  تخمین در

SSL ها در یادگیری روابط پیچیده و غیرخطی بین تواناد باه دلیل توانایی واتی این مدلروزاناه دارناد. این برتری می

باشااد. به طور خاو،  SSLمتغیرهای ورودی )دبی، بار رسااوب معلق با تأخیر زمانی، شاااخص برف و بارندگی( و 

xgbTree  ،باا اسااتفاده از الگوریتم تقویت گرادیانCubist های خطی، و با ترکیب قوانین و مدلqrnn  با تمرکز بر

های خطی یا را بهتر از مدل SSLهای توانند الگوهای غیرخطی موجود در دادهها به جای میانگین، میبینی چنادکپیش

 سازی کنند.شناسایی و مدل LASSOو  CTree ،Cforestمبتنی بر درخت تصمیم ساده مانند 

ها و ( برای انتخاب متغیرهای ورودی، روشی کارآمد برای کاهش ابعاد دادهPCAهای اصلی )مؤلفه استفاده از آنالیز

های آزمون و خطا، زمان و هزینه محاسااباتی را دهد. این روش در مقایسااه با روشانتخاب مؤثرترین متغیرها ارائه می

کند. با دارند، کمک می SSLبینی ا برای پیشدهد و به شاناسایی ترکیبی از متغیرها که بیشترین اطلاعات رکاهش می

تواند ( میFSهای انتخاب متغیر مانند آزمون گاما و انتخاب رو به جلو )با سااایر تکنیک PCAاین حال، مقایسااه نتایج 

 مشخص شود. SSLسازی موضوع تحقیقات آینده باشد تا بهترین روش انتخاب متغیر برای مدل

در شرایط متغیر آب و هوایی از اهمیت  SSLبینی ، پیشSSLمختلف آب و هوایی بر  با توجه به تأثیر پارامترهای

تحت سااناریوهای مختلف تغییر اقلیم و بررساای تأثیر  SSLبینی بالایی برخوردار اساات. مطالعات آینده باید بر پیش

مبتنی بر رویداد و  ماهانه و SSLبینی تمرکز کنند. گسااترش مدل برای پیش SSLمتغیرهایی مانند شاادت بارش بر 

تواند های زمینی محدود، میای به عنوان اطلاعات مکمل، به ویژه در مناطقی با دادههای ماهوارههمچنین اسااتفاده از داده

تر و مدیریت بهینه منابع دقیق SSLبینی های پیشها مبنایی برای توسااعه مدلبینی را بهبود بخشااد. این یافتهدقت پیش

 دهد.های آبخیز مشابه ارائه میآب در حوضه

 و تشکر یقدردان ـ6

های ارایه یک مدل پیش بینی بار رسوب معلق رودخانه بر پایه الگوریتم“ این مقاله خروجی پروژه پسادکتری با عنوان  

 .می باشد (INSF) حمایت بنیاد ملی علم ایران تحت 1441733با شماره “ یادگیری )مطالعه موردی: آبخیز طالقان( 
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